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Fig. 1: The FlexiCAVE display facility can be dynamically transformed into various display configurations by adjusting the hinged display
columns into many various configurations, such as: (a) flat, (b) flat two-sided, or (c) curved.

Abstract—Large high-resolution displays (LHRDs) have become essential tools in visualization and visual analytics, providing
expansive and flexible visualization spaces and supporting simultaneous details and context and intuitive physical navigation for data
exploration. Despite significant advancements in display technology, particularly regarding display resolution and form factors, a
persistent challenge has been determining optimal display configurations for diverse analytical tasks. This has motivated us to design
and construct the FlexiCAVE, a novel LHRD facility uniquely designed with rotatable display columns, enabling dynamic horizontal
curvature adjustments. Comprising forty high-pixel-density displays arranged across ten columns, the FlexiCAVE offers an active
stereo system with a total resolution of approximately 83 million pixels, and the columns can rotate inward up to 90° per hinge. Unlike
existing static or single-configuration curved displays, the FlexiCAVE dynamically adapts its curvature in real-time, supported by our
custom-developed rendering engine that synchronizes camera views with the changing display layouts. To demonstrate the utility of
the FlexiCAVE, we present several application scenarios showcasing the facility significance and flexibility, including interactive radial
slicing in volume rendering through physical column rotation and the dynamic switching between multivariate plots. With its adaptability
and innovative design, we believe that FlexiCAVE represents the next generation in LHRD technology, setting new standards and

design spaces for future large data visual systems.

Index Terms—Immersive Visualization, High-resolution Tiled Display, Curved Display, Foldable Display, Stereo, CAVE

1 INTRODUCTION

Large high-resolution displays (LHRDs) are considered powerful in-
struments to explore vast data sizes, offering unique perceptual and
cognitive benefits for visualization and visual analytics [2,4, 5, 54].
Compared to traditional desktop settings, where a display screen occu-
pies only a limited field of view (FoV) of the user, LHRD facilities and
devices provide expansive screen real estate, enabling users to engage
with larger volumes of data at once. Moreover, they facilitate intuitive
data exploration through physical navigation, where a novel view of the
data is obtained simply by looking at different sections of the display.
As such, it helps maintain information within the user’s field of regard
(FoR) and reduces the need for virtual navigation [4], simultaneously
providing details and context.

During the three decades since the introduction of the first genera-
tion CAVE [15] and PowerWall [53], the proliferation of inexpensive
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GPU power and high-pixel-density displays has driven the evolution
of LHRD facilities from mega- to giga-pixel resolutions [42], and with
novel display configurations, spanning from planar and rectangular
setups to more immersive, dome-like [24] and cylindrical [8,22] ar-
rangements. However, in parallel to these developments, there has been
an ongoing question of display form factor and configuration [29]. Par-
ticularly, there have been studies comparing flat versus curved LHRDs,
as well as different display curvatures, for various tasks, such as visual
search [28,29,31,46], and data visualization [30] and interaction [7,48].

Naturally, since data come in all shapes and sizes, there is no one-
size-fits-all display configuration. For example, studies have shown
that curved displays provide higher levels of immersion [8,22], and out-
perform flat displays in search and comparison tasks [29]. In contrast,
flat holds an advantage over curved displays in overview tasks [29], in
multi-user collaboration settings [42], and when the data presented have
lower visual density [30]. Moreover, some studies have indicated that a
significant difference in user performance cannot be conclusively iden-
tified between flat and varying curvature display configurations [31].
However, it is worth mentioning that many works have highlighted an
overall preference for curved LHRDs, which offer enhanced immersive
viewing experiences and improved task performance.

Motivated by this scenario, the lessons learned, and the vision for
the future of LHRDs [17], we have designed and constructed the Flexi-
CAVE, an LHRD facility with rotatable hinged display columns that
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allow for dynamic layout configurations. It comprises forty high-pixel-
density displays with an active stereo system in a 3.14m x 2.14m
arrangement (when flat), offering a resolution of 7620 x 10800 pixels,
totaling approximately 83 million pixels. The screens are distributed
across 10 columns where every two columns can be rotated inwards
up to 90°. To the best of our knowledge, the FlexiCAVE is the only
dynamically configurable (in terms of horizontal curvature layout)
stereo display system with the highest resolution. Fig. 1 demonstrates
three different configurations the facility can be folded into, and Fig. 2
shows a diagram of the FlexiCAVE, along with some of its hardware
components.

In this paper, we outline the hardware and engineering design de-
cisions that went into constructing and setting up the facility. At the
application level, while most parallel and distributed rendering mid-
dlewares assume a static screen layout, we have leveraged the idea
of flexible distributed execution [20] to develop a rendering engine
that updates camera views and gesture tracking, in real-time, to adapt
to the FlexiCAVE dynamic configuration ability. To demonstrate the
FlexiCAVE, we show several use-case scenarios that explore novel
design spaces and data interactions based on varying spatial alignment
of the displays. Specifically, in addition to the naive use case of setting
up the facility, such as flat, “L"-shaped, “U"-shaped, or curved, based
on different application needs, we (1) exhibit a volume rendering visu-
alization that performs interactive radial slicing by physically rotating
the display columns to the desired radial slice position, (2) explore
multivariate data analysis by switching through scatter plot and parallel
plot visualizations based on screen configuration, and (3) replicate a
user study [30] for studying the layout of small multiples based on
curvature, in our case, using a physical LHRD facility. Lastly, we dis-
cuss perceptual aspects and give an outlook on how the next generation
FlexiCAVE can be extended in the future.

2 RELATED WORKS

LHRD:s can take the form of powerwalls or cave-like facilities and have
evolved over the past few decades into various immersive and high-
resolution display configurations. One of the earliest and influential
designs for an LHRD facility is the CAVE [32] - a cube-shaped system
originally conceptualized by Cruz et al. [15] The setup enables 3D
visualizations by projecting images onto surrounding walls, ceilings,
and floors. Multiple systems have since evolved from this original
CAVE concept [16]. One such advancement is CAVE2 [22], which
used LCD technology with 72 displays in a cylindrical configuration.
A non-traditional configuration was introduced with StarCAVE [18],
a five-sided pentagonal square structure. The Reality Deck at Stony
Brook University further expanded the possibilities of LHRDs with
a four-walled, room-sized configuration with 416 high-resolution dis-
plays [42]. They also introduced SILO, a fully immersive, high resolu-
tion cylindrical tiled-display facility that provides an almost 360 degree
field-of-regards [8]. NASA’s hyperwall [44] offers a unique approach
with its flat configuration of 49 screens, each independently adjustable
along the z-axis, enabling non-planar arrangements by modifying pitch,
yaw, and translational adjustments between rows and columns. Simi-
larly, Dataspace [12] is a reconfigurable mixed —reality environment
consisting of 15 high resolution OLED displays mounted on 7-degree-
of-freedom robotic arms attached to the ceiling. The setup allows the
screens to dynamically move, rotate and reposition. Additionally, the
setup includes two HD projectors, augmented reality (AR) headsets and
a virtual reality (VR) extension, which includes a digital twin of the
Dataspace environment and an interactive central table. More recently,
Mayer et al. [34] introduced a novel LED-based five-sided CAVE, sig-
nificantly reducing space requirements and maintenance complexities
compared to the traditional projector-based setups.

Several earlier works have investigated how variations in display
configurations, including form factor, size and curvature, influence
user performance and perception [29]. Shupp et al. [45] examined
user performance across varying display sizes and curvatures, find-
ing that larger, curved displays enhance spatial performance and re-
duce physical navigation effort during multiscale geo-spatial search
tasks. Similarly, Kyung et al. [28] explored the interactive effects of

the display curvature radius and display size on visual search tasks,
analyzing performance metrics such as accuracy, speed and fatigue.
Sultana and Alam [46] investigated how curved display FoVs impact
reading comprehension and visual search performance on large dis-
plays in VR environments. Liu et al. [30] explored adapting small
multiples data visualization techniques to immersive 3D spaces, in-
troducing a "shelves" metaphor and examining how layout curvature
impacts user performance. Their findings suggest flat layouts are more
efficient for smaller datasets, whereas semi-circular arrangements be-
come preferable as the dataset size increases. In a subsequent study,
Liu [31] further evaluated the influence of flat, semi-circular, and fully
wraparound display geometries on spatial memory within immersive
environments Other works have explored user interaction efficiency
across varying display geometries. Amanat et al. [48] analyzed point-
ing performance on virtual displays with different curvatures, finding
flatter configurations improved pointing speed, while curved displays
offered a more consistent FoV alignment. Bihani et al. [7] extend this
by exploring how user position influences pointing performance on
large curved displays, emphasizing the need for adaptive interaction
models. Zannoli and Banks [55] investigated the perceptual conse-
quences of curved screens, noting that curvature marginally improved
FoV but substantially reduced reflections and supported a broader range
of user positions. However, accurately rendering visualizations on their
65-inch display with a curvature radius of 4.18 meters requires more
advanced techniques due to its geometric complexity. Comparisons of
flat and curved immersive environments further indicate that curved
displays enhance depth perception and navigation, outperforming tradi-
tional powerwall setups in visual exploration tasks [8]. Wei et al. [52]
examined the impact of concave, convex, and planar display geometries
on reading performance in VR, revealing that curvature significantly
influences legibility, reading speed, and comprehension.

With the growing complexity of LHRD facilities, there is a growing
need for scalable and immersive rendering tools to support them. One of
the earlier works addressing this is SAGE (Scalable Adaptive Graphics
Environment) [43], a middleware solution designed to support collab-
orative visualization on high resolution tiled displays. Equalizer [20],
a parallel rendering framework built on OpenGL, provides an API to
develop scalable graphics applications for immersive environments and
display walls. Additionally, CGLX [19], a cross-platform graphics
library, provides a high-performance visualization framework specif-
ically tailored for networked display environments. CGLX enables
transparent porting of single-node OpenGL applications to visualiza-
tion clusters. CGLX allows for adding more displays dynamically with
their interface. SAGE?2 [33] advances to address limitations in collab-
oration workflows and utilizes web and cloud technology to facilitate
co-located and remote collaboration on LHRDs. Building on these
foundations, UniCAVE [47] introduced an accessible Unity3D plugin
specifically aimed at non-head-mounted immersive display systems.
It provides an available and easy-to-use Unity3D extension package
for distributed, immersive tiled, or projection-based VR display sys-
tems. Similarly, the development of the nDisplay plugin [27] for Unreal
Engine 4 has expanded the software’s capability as a visualization plat-
form for LHRDs and powerwalls. It should be noted that most of these
frameworks are currently not actively maintained, highlighting a gap in
continued development and support for visualization tools.

3 THE FLEXICAVE
The construction of the FlexiCAVE was guided by the following key
design principles:

D1 A high-resolution display facility that provides an optimal resolu-
tion target, where the pixel density matches the visual acuity of
the human visual system [22,42]

D2 The ability to modify the display setup such that it can accomodate
varying curvatures [29].

D3 Support for stereoscopic rendering.

Belkasim et al. [6] envisioned LHRDs as “a coherent physical view
space that is at least the size of the human body and exhibits a signif-
icantly higher resolution than a conventional display." In addition to



7\

ﬁ
-

%%)
—h
S—

&

CURERNAR AR RR R AR R RN

%

&)

@&

\\\\\\Q)/

![:

L]
o
SN

1)

®

o
=l
&

1)
15)

&

-
e
-l

o

¥ ",
‘mmﬁ&\jﬁ\“ R

-
»
-l
o

2
©S

\\\\\\\\\\Y\\\\\.\\\\\\\\R\\\\\\\R\\\\W\\\\\ﬂ>

NN

j“

>- NN
2

I—

200NN

0.43mA

0

B
B
_i
B
| |

Fig. 2: (a) Partial 2D-diagram of the FlexiCAVE structure showing the aluminum support frames, hardware components, and display layout, followed
(to the right) by a demonstrated configuration. (b) Counter-weight to maintain stability of the suspended display column pairs as they are rotated. (c)
A rear view of the FlexiCAVE showing the mounted displays and our custom noise-canceling cabinets for the visualization server nodes. A view of
the inside is shown at the botfom of (c). (d) Angle sensors mounted on all the hinges. (e) Hinges used to rotate the display column-pairs. (f) A
diagram illustrating the GPU configuration for each node (2 display columns). (g) Active stereo glasses controlled by (h) an RF-emitter connected to

the GPU server timing to synchronize frame swaps during active stereo.

scale, Shupp et al. [29] highlighted that the positioning of displayed
information within the environment and its relationship to the user
influences the manner in which users interpret and engage with data.
These insights have prompted the visualization and human-computer in-
teraction communities to make significant contributions with respect to
LHRD resolution and display form factors. Specifically, advancements
in display technologies have allowed for enhanced visual acuity (the
quality of the visuals a display can deliver), enabling users to approach
the display surfaces and naturally perform multiscale exploration rather
than perceiving the resolution limits of the display technology. Fur-
thermore, researchers have investigated configurations and curvatures
that best adapt to user interaction and environmental context. However,
most current LHRD facilities are restricted to fixed or static configu-
rations. Therefore, there remains a need for a design that effectively
offers the flexibility of varying curvatures [17,29] to adapt to different
user needs and viewing environments.

In an effort to address this gap in LHRD design, we have constructed
a flexible powerwall called the FlexiCAVE. This facility comprises
10 columns of high-resolution display screens (D1), with every two
columns pivoted to allow flexible inward bending (D2). Fig. 2 (a)
shows a to-scale rendered diagram of the facility. Each column of
the FlexiCAVE is 3.14m high and 0.214m wide, equipped with four
19201080 FHD monitors mounted in portrait orientation. Moreover,
it has been shown that using stereoscopic technology in virtual environ-
ments improves depth perception accuracy and enhances interpretation
of 3D models, thereby increasing productivity when carrying out visu-
alization tasks [11,40]. Therefore, to maintain a high pixel resolution
and density for stereo rendering (D3), we chose displays with high
refresh rates that can support an active stereo system.

3.1 Hardware Setup

When building an LHRD facility, each component, from the display
system to the visualization cluster, influences its overall performance
and user experience. This section outlines several hardware and en-

gineering design decisions we made during the construction of the
FlexiCAVE.

Display Selection Arguably, the most essential component of
any visualization environment is its display. In addition to the design
goals, we considered the following criteria outlined in the literature [16,
22,42] when choosing the display hardware:

e Image quality: The display panels should be high-quality with
good contrast, backlight uniformity, and large viewing angles.

* Resolution target. To achieve a high-resolution target, the moni-
tors should provide ~100 pixels per inch (PPI).

* Bezel size. 1deally, the bezel should be as narrow as possible;
however, it should not exceed 8mm for a 23in display and 15mm
for a 30in display.

* Stereo support. Stereo is very desirable, but not at the cost of
significantly reduced pixel density.

We evaluated several commercially available displays based on their
bezel sizes and panel technologies. To best meet the design goals
and display criteria, we eliminated projector technology because of
its low resolution and the frequent need for calibration after screen
movement. Furthermore, we did not proceed with micrometer LED
or OLED panels because of their high initial and maintenance costs,
given the necessary PPI and laser alignment required to maintain the
proposed facility. Additionally, we could not find off-the-shelf O/LED
monitors compatible with commercially available active stereo systems
that synchronize with GPU output frames. Among LCD technology,
the key challenge then was balancing bezel size with stereo support.

Balancing all factors, we opted for the ViewSonic XG2431 pan-
els [49], a professional 24-inch FHD In-Plane Switching (IPS) panel
with 1920 %1080 resolution. IPS panels are a class of LCD technology
known for their superior color accuracy, wide viewing angles, and con-
sistent image quality compared to Twisted Nematic (TN) and Vertical
Alignment (VA) panels, hence their prevalence in gaming monitors and



laptops. Moreover, the particular ViewSonic IPS panel has a reasonably
high response time (1ms) with a refresh rate of 240 Hz, which allowed
us to employ an active stereo system without compromising pixel res-
olution. Finally, although the bottom bezel is 6mm, we modified the
monitors with a custom mount that reduced the bezels to 4mm.

Display Layout Given the available physical space and design
goal D2, we constructed the FlexiCAVE with 10 display columns. The
displays are mounted on a custom light-weight aluminum frame. In
its design, the center two columns are fixed to the ceiling and floor,
and the remaining column pairs are suspended to the central frame, as
shown in the drawing in Fig. 2 (a). The hinges between each column
pair can freely rotate the screens at an inward angle ranging from 90° to
180°. Consequently, the spatial dimensions of the FlexiCAVE can vary
from 2.14m wide when flat and approximately a radius of 1m when
fully enclosed. Fig. 1 shows examples of three possible configurations
the facility can be angled into. A high-precision inclinometer sensor
(Fig. 2 (d)) is connected to each hinge that transmits the rotation angle
of the column pair to the visualization system, which in turn is used to
update the visualizations. Moreover, a counterweight is installed on
each pair of rotatable columns to provide stability and balance while
they are rotated, as shown in Fig. 2 (b).

Tracking Interactions in LHRDs typically adopt embodied inter-
actions, such as walking and gestural interfaces [36], and by integrat-
ing hand-held controllers or pointing devices [3]. Moreover, off-axis
stereoscopic rendering requires tracking the user’s gaze, which can
be estimated by tracking the head position and orientation. For ef-
fective outside-in tracking, we opted to install HTC SteamVR base
stations [50] to utilize HTC controllers as wands, along with OptiTrack
Flex 13 infrared (IR) cameras [38] for body and head tracking. While
both utilize IR technology, an OptiHub synchronization hardware en-
ables a seamless interface that avoids overlapping of the IR tracking
lights [39].

One challenge in setting up the IR cameras was finding an optimal
layout. Since there is significant manual and computational overhead
to re-callibrate the camera extrinsic parameters every time a camera is
displaced, they cannot be mounted on the rotatable FlexiCAVE frame.
Therefore we mounted 8 IR cameras along the ceiling and floor of
the FlexiCAVE room such that the IR markers would be visible in
at least three cameras given any FlexiCAVE configuration. Similarly,
we mounted four HTC base stations overhead along the ceiling, as
suggested in the guidelines.

3.2 Visualization System

The visualization cluster driving the FlexiCAVE consists of four nodes:
Two nodes power the suspended columns (end-nodes), each driving 16
display panels (2 columns), one node powers the central fixed column
(center-node), which drives 8 displays, and one node is dedicated as the
head node (head-node). Each node is equipped with the following:

¢ 2xIntel Xeon Ice Lake Silver Processor(16 Core, 2.40Ghz)
¢ 8xXNVIDIA RTX A5000 (24 GB GDDR6)

e 2xNVIDIA Quadro Sync II Board

* 12x16GB DDR4 RAM

In the end-nodes, two monitors are connected to one GPU, whereas
in the center-node, each monitor is connected to a single GPU. This dif-
ference in the monitor-to-GPU ratio is solely a configuration decision
since we maintain a consistent hardware specification across all nodes.
In all nodes, four GPUs are connected to one NVIDIA Quadro Sync
board. A schematic layout of the configuration of the end-nodes is illus-
trated in Fig. 2 (f). The Sync board facilitates a highly synchronized and
scalable system, aligning display refresh rates across multiple systems
and mitigating imaging artifacts in multi-display configurations.

For setting up an active stereo system, the Sync boards are daisy-
chained, and one node is designated as the timing server. A Volfoni
ActiveHub RF emitter [51], shown in Fig. 2 (h), is connected to the
timing server to synchronize the GPU left- and right-eye framebuffer
swaps with its eye-wear, the Volfoni Edge RF glasses. Boorboor et
al. [8] discovered when constructing the Silo immersive facility that
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Fig. 3: System design of our modular Engine framework for the multi-
node and multi-GPU FlexiCAVE setup. Using display and system config-
urations, along with user and controller tracking, Engine updates camera
views and visualizations, abstracting them from the application design.

fiber-optic cables are inadequate for a high-framerate stereo system, as
the graphics card driver may fail to receive coherent signals. Therefore,
we followed suit and used high-quality copper cables to connect the
monitors to the GPUs and placed the nodes next to the FlexiCAVE,
enclosed in a noise-cancelling cabinet, to avoid signal loss or delay
due to the extended cable length, as shown in Fig. 2 (c). Lastly, the
monitors in the FlexiCAVE are positioned in portrait orientation since
the direction of polarized light in landscape orientation is perpendicular
to the RF eyewear lens’ polarization filters.

Software Architecture We have implemented an OpenGL-
based system that follows a replicated execution model [21], which
we refer to as Engine. That is, for a multi-node and multi-GPU setup,
instances of a target application are launched individually, and a master
instance synchronizes components such as camera updates, interaction,
tracking, and communications across all instances and nodes. Specifi-
cally, the Engine takes the system configuration, column angles from
the inclinometer, and the head and controller 6 degrees of freedom
(DoF) as input, and subsequently updates the application views and vi-
sualizations across all target instances. In our setup, the master instance
is deployed on the dedicated head-node. Fig. 3 illustrates the Engine
system flowchart.

The configuration (config) file describes the FlexiCAVE display di-
mensions, the physical positions of the rotating columns, the camera
viewport for each target application instance, and the initial camera po-
sition in the virtual scene. Additionally, it includes system information
such as the machine name and the assigned GPU. The GPU assignment
ensures that the OpenGL context is initialized and uses the particular
GPU for processing and rendering.

For head tracking, the IR cameras are synchronized using the Opti-
Hub, which, paired with the OptiTrack Motive software [37], provides
real-time 6 DoF pose estimation of the head. Likewise, button trig-
gers and controller localization data are sent to the Engine over the
virtual-reality peripheral network (VRPN) protocol.

At each frame, the Engine updates the camera view matrix for each
target application OpenGL context based on the viewport defined in
the config file and the head position, controller inputs, and display ar-
rangement. The head position can either be static (using a constant 3D
position defined in the config) or dynamic (from the IR head tracking
system). The display arrangement is determined using the inclinometer
readings. To adjust for rapid fluctuations in inclinometer readings due
to noisy sensors or slight unintentional movement of the columns, the
Engine performs a real-time smoothing technique based on rotational
momentum. Rotational momentum is defined as an integer value that
increments or decrements each frame based on the direction of angle
change, bounded by a specified maximum momentum limit. A momen-
tum threshold is established, and the output angle remains unchanged
until the momentum surpasses this threshold. Once exceeded, the angle
value is smoothly adjusted at a defined speed, measured in degrees per



Fig. 4: (a) Immersive Virtual Colonoscopy (VC) visualized in a curved
display facility. (b) 2D view of the flattened VC data visualized in a
planar display facility. The reconfigurable display layout of the FlexiCAVE
can facilitate both immersive and flat VC visualization techniques. (c)
Immersive VC of the user-selected region (red cursor pointed by the
yellow arrow) from the flattened colon view, shown in (d).

frame, towards the target angle, continuing this adjustment until either
the target angle is reached or momentum falls back below the threshold.
Additionally, in certain instances, the controller may be used to perform
scene rotation and translation relative to the head.

Our design of the Engine abstracts application design from imple-
menting camera view updates due to head tracking and display layout
reconfiguration. Nevertheless, programmers have the ability to use an-
gle thresholds as interaction triggers for updating visualizations, which
we demonstrate in Sec. 4.

4 Uske CASE APPLICATIONS

‘We present a few applications that demonstrate the utility of the Flex-
iCAVE and explore a new design space where the physical layout
reconfiguration of the powerwall influences visual analysis. In this
manuscript, all figures show a monoscopic view of the 3D applications
for picture-quality purposes to avoid stereo ghosting. A video exhibiting
our applications in stereoscopic view is included in the Supplementary
Materials.

Use Case I: Layout Arrangements for Applications

One major constraint for any LHRD facility design is its fixed display
layout. As discussed in Sec. 2, each unique layout enhances perception
for a specific subset of applications. For instance, curved screens are
best suited for immersive 3D applications where the displays approach
the sphere of influence and perception of a human [1]. Conversely,
flat screens facilitate a larger collaborative space and balance physical
navigation and effective performance in visual comparison tasks for
planar visualizations [30]. FlexiCAVE alleviates this limitation by
supporting various layouts (flat, two-sided L-shape, three-sided U-
shape) and display curvatures.

Consider the example of Virtual Colonoscopy (VC). It is a noninva-
sive screening method that allows an expert to examine the surface of
the colon, similar to optical colonoscopy, by reconstructing computed
tomographic (CT) images of a patient’s abdomen. Given the inherent
tubular shape of the colon, visualizing its 3D model in immersive [35]
and curved display [8] settings has been shown to be an effective
modality for screening for polyps (the precursor to colorectal cancer).
Moreover, due to the length of the colon, alternative methods, such
as colon flattening [25], have been introduced to improve inspection
time and minimize misreads by presenting the entire inner surface of
the colon as a single 2D image. Fig. 4 (a) shows immersive VC in the

Silo, a curved display facility, and Fig. 4 (b) shows a flattened colon
in the Reality Deck (RD), a planar display facility. Figs. 4 (c) and (d)
demonstrate that it is possible to effectively deploy both visualization
techniques in our single FlexiCAVE facility by rearranging the facility
to optimal curved and flat arrangements, respectively.

To further improve visual analysis, we have implemented an inter-
active transitioning feature between the flattened and immersive VC
visualizations. When inspecting the flattened colon in the flat layout,
users can use the controller to point to a specific region. By bending
the FlexiCAVE into a curved arrangement, the Engine transitions the
application to immersive VC at the user-selected point. Users can then
navigate through the 3D model and by bending out the FlexiCAVE
back to the flat layout, Engine would transition to the flattened colon
view, updating the new cursor position.

Use Case II: Dynamic 3D Scene View Update

One aspect of virtual navigation in LHRDs involves interactively rotat-
ing the virtual camera, either using a ubiquitous device or gestures, to
bring hidden regions of the 3D scene into the user’s view or the display
space. Similar to the use case described above, the camera movement
for each display viewport is uniform with respect to the head, con-
strained by the fixed LHRD shape. The flexibility to dynamically bend
display columns along their hinges in the FlexiCAVE allows users to
create unique visual perspectives.

We demonstrate this use case with an urban flooding visualization
application, Submerse [10], utilized for studying flood progression and
resilience and evacuation planning, shown in Fig. 5. To evaluate the
utility of the FlexiCAVE, we invited domain science experts and emer-
gency managers who previously participated in Submerse workshops
and user studies in both flat (RD) and curved (Silo) LHRD facilities,
for an informal study to explore the dynamically reconfigurable screen
arrangement and provide feedback. To this end, the participants were
first asked to familiarize themselves with the reconfigurable nature of
the displays. They were also provided with a controller for 6 DoF scene
navigation. After the warm-up, the participants were asked to study
a flooding scenario for a new urban scene rather than prior studies to
avoid memory recall, followed by an informal interview.

The feedback highlighted by most participants was that there was a
learning curve involved in grasping the idea that the columns can be
adjusted to change the views. Since in previous settings, the navigation
was either automatic or controlled by a gamepad, they shared that they
used to feel more like a passenger observing the flooding scenario
from inside a defined vessel. However, once they became adept at
reconfiguring the columns, they felt more in control of the viewing
directions. One particular advantage brought up was that since displays
were physically movable, the position of the display arrangement gave
them a clearer sense of direction. This is illustrated in Fig. 5. When
navigating looking ahead, as in Fig. 5 (a), they were able to bend one
whole side by 90° from the center column to understand what land-
marks are immediately perpendicular to the other side, as in Fig. 5 (b).
Similarly, bending each column independently would render the scene
in the respective direction, as shown in Fig. 5 (¢). The insets from
each figure highlight the view changes of the reference building and its
surroundings. Moreover, by observing the physical layout of the Flexi-
CAVE, they shared that not only did it enhance the sense of viewing
direction, but it also allowed them to return to a previous view, which,
they reflected, is more difficult in flat or curved LHRDs, as they would
lose their perception of “north" when rotating the virtual camera.

Lastly, all participants agreed that there is a physical demand in
bending the heavy display columns, and it is only optimal in collabo-
rative settings, where one can assist in reconfiguring while another is
guiding. We appreciated this comment and address this issue in Sec. 5.

Motivated by the comment that the display arrangements improve
the sense of direction, we conducted a brief study to analyze the gain
in 3D view perception when users have the ability to change the layout,
compared to a static flat layout. In our study design, we arrange cubes
in a 3D scene, at various yaw angles from a fixed camera position.
In each trial, the participants were asked to give an estimated angle
between two cubes — reference and target — where the reference cube
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Fig. 5: Visualizing Submerse [10], an urban flood simulation visualization application, in the FlexiCAVE. The figure shows the virtual flooding scene in
(a) flat, (b) L-shaped, and (c) curved layouts. The illustration on the top shows a top-down view of the FlexiCAVE layout with the angle differences
between the column-pairs. The insets at the bottom highlight changes in the view, such as the building position and orientation pointed by the arrows,
due to different display configurations. These views are updated in real-time as the FlexiCAVE layout is dynamically reconfigured.
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Fig. 6: Direction perception study for (a) the flat layout (target at 45°, 2m
from reference), and (b) an example user-set dynamic layout (target at
30°, 6m from reference). (c) Angle estimation error for both layouts, with
the white bar and dot representing median and mean errors, respectively.

was always placed at a fixed distance from the camera along the starting
camera [ookat direction. The target cube was positioned at 30°, 45°,
and 90° from the reference, at distances 2m and 6m from the camera
position. The study was conducted with 12 participants. Each partici-
pant estimated two angles for both distances for each layout type: static
flat (flat) and dynamic. In the flat, the participants were shown the 3D
scene in the flat FlexiCAVE configuration, and using a controller, they
were allowed to rotate the camera yaw until they found the target cube
in the scene and answered the estimated angle. In the dynamic tasks,
participants were only allowed to rotate the FlexiCAVE displays to find
the target cube (no controller). An example for each layout is shown
in Fig. 6 (a) and (b) respectively. At the start of the study, users were
shown angle differences using real-world objects to ensure that they
were familiar with the angle separations.

For all trials, we calculated the difference between the angle esti-
mated by the participant and the actual yaw angle between the reference
and target cubes. Fig. 6 (c) shows the cumulative angle estimation error
plot. With a median error of 7.5° (SD=5.36°), the participants were
better at estimating the angle when they could interactively bend the
displays. In contrast, the estimation error with the flat layout was 22°
(SD=14.51°). Moreover, the mean angle estimation error for the target
placed at 2m and 30°, 45°, and 90° in the flat layout was 25.6°, 10.3°,
and 13.2°, respectively, and 8.6°, 5.2°, and 5.8° in the dynamic layout.
For the target placed at 6m and 30°, 45°, and 90°, the estimation errors
in the flat layout was 22.3°, 8.1°, and 10.8°, respectively, and 7.7°,

6.2°, and 5.1° in the dynamic layout. Therefore, the study supports
the premise that physically configuring the display column layouts
facilitates a better sense of viewing direction for 3D scenes.

Use Case lll: Mapping Physical to Virtual Interaction

In their analysis of interactions, Jacob et al. [26] have identified envi-
ronmental awareness and skills as an essential theme for enhancing
human-computer interaction in emerging technologies. This refers to
people having a sense of their surroundings and the skills necessary to
negotiate, manipulate, and navigate within their environment. While
static LHRD layouts facilitate navigation within the 3D virtual environ-
ment, they are often perceived as windows looking out to the virtual
world, albeit in fixed directions. Similarly, in planar representations
for information visualization, the layout of plots must conform to the
constraints of the LHRD design. In contrast, the FlexiCAVE maintains
a coherent spatial awareness between its physical layout and the cor-
responding virtual display, enabling users to effectively negotiate and
manipulate visualizations. Utilizing this flexibility, we introduce PIVoT
(Physical Interaction to Virtual Transformation), an interaction design
space where rotating the FlexiCAVE display column-pairs facilitates
tangible visualization updates. We illustrate PIVoT using two appli-
cations, one for scientific visualization using volume rendering and
another for information visualization (InfoVis).

Volume Rendering. Scientific visualization techniques, such as
volume rendering, have been well-demonstrated in immersive and
LHRD environments [9,23,41,42], where large and complex data can
be efficiently processed and effectively visualized in high-resolution.
A key interaction in volume rendering is using single or multiple cut-
ting planes to slice through the volume, allowing users to examine
its internal structures. However, configuring and manipulating these
planes can be technical, especially in LHRDs where standard GUIs and
keyboard-and-mouse interactions are limited. To this end, we design
PIVoT such that the physical rotation of the display columns functions
as interactive cutting planes. Specifically, each column of the Flexi-
CAVE acts as a tangible interface for a virtual cutting plane, which
users can manipulate by rotating about their vertical pivot, translating
physical actions into intuitive virtual plane movements.

In our implementation of this design, we initialize our volume ren-
derer by placing the volume with origin, O,, at the center of the virtual
FlexiCAVE center column-pair. Users may use the controller to trans-
late and rotate the volume. Each display column C; is associated with
a cutting plane 7; in 3D space, where i € [—2,—1,0,1,2], such that,
i = 0 denotes the center column-pair, i < 0 are columns to the left of
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Fig. 7: PIVoT as a tangible cutting plane for volume rendering. (a) A volume is placed at the center of the FlexiCAVE, with the display acting as a
cutting plane and an orthographic camera placed perpendicular to the display. (b) Rotating a column-pair virtually rotates the neighboring cutting
plane. (c) Volumes from both cutting planes are aligned for seamless visualization. (d) Brain MRI volume rendering with the volume placed at the
center, when the FlexiCAVE is flat. (c) Volume rendering result when one side of the FlexiCAVE is rotated by 45°.

the center and i > 0 are columns to the right of the center. For each
plane, its origin, O, is defined as:

i—1 fori>0
0; =0, +wd,, where x—{i+1 fori <0 (D

where w is the width of the virtual column-pair displays, and d; is the
unit direction vector along the column-pair’s hinge axis. An ortho-
graphic camera c; for each column is placed at a fixed distance, d, from
the displays, with lookat v; in the direction of the plane, parallel to n;.
Therefore, in the initialized flat layout, all FlexiCAVE displays act as a
cutting plane with normal, n; = (0,0, 1), perpendicular to the plane, as
illustrated in Fig. 7 (a).

On receiving an angle update from the Engine, 6; 1, we update the
cutting plane such that it is rotated Ry (A8 )around the camera up vector,
where A = 6,1 — 6;. Thus, the new camera position and lookat vector
for the rotated column is updated as

¢ =0y +Ry(A8) (c; — Oy) )
O; = Ox +Ru(A9) (Oi - Ox) (3)
O )
n, =
Co =l

The translation vector ensures that only the visible portion of the dataset
is modified by the interaction to maintain a seamless slicing experience.
This is illustrated in Figs. 7 (b) and (c).

We invited a neuroscientist collaborator, who is knowledgable in
using volume rendering tools and often utilizes cutting planes to ob-
serve brain MRI scans, to comment on the utility of this interaction
mechanism. Fig. 7 (d) shows the brain MRI volume presented to the
scientist, aligned in the transverse direction and positioned at the center.
Fig. 7 (e) shows an example of a cutting plane rotated at 45°. After
spending some time exploring the volume by translating it and using the
FlexiCAVE cutting plane metaphor, they appreciated the physical-to-
virtual mapping of the cutting planes. Unlike the Submerse participants
in Use Case III, the scientist felt that they grasped the interaction early
on. They commented that the radially rotating cutting plane has the
potential to allow scientists to explore internal volumes in a new way.
Rotating the cutting planes is largely uncommon due to the technical
overhead of effectively manipulating the plane position and orientation.
Consequently, scientists commonly rely on the three orthogonal cutting
planes (sagittal, transverse, and coronal).

A scenario highlighted as most beneficial was to center the volume
and bend both sides to compare the internal structures. This was
particularly useful because not only was it a seamless experience to
orient the cutting plane, compared to a desktop application, but they
were also able to clearly visualize the volume by standing in between

30°

@ 30°

Fig. 8: (a) A "U"-shaped layout resulting in a center (flat) cutting plane
and two planes rotated at 30°. (b) An example where the column-pairs
from the center are rotated at 30° and 60°, respectively. (c) Volume
rendering of a full-body CT data, showing a limitation where rotating the
plane > 60° exceeds the volume bounds.

the U-shaped FlexiCAVE, which would otherwise be impossible on
the desktop given the 2D projection on a single screen. This layout is
shown in Fig. 8 (a).

Finally, the scientist expressed that they see the utility of rotating
one entire side as a large cutting plane. However, utilizing both pivots
on a single side, as shown in Fig. 8 (b), while it produces interesting
visual angles, was challenging to comprehend. This was also partially
attributed to the fact that such a visual exploration tool is not a common
practice. We would also wish to mention one limitation here that for
this interaction to work effectively, the volume must be large enough
such that it covers the full 90° rotation of the FlexiCAVE side. For
example, a full body CT volume rendering will only cover a radial
slicing of up to 60°, as can be seen in Fig. 8 (c).

Multivariate Data Visualization. 1In their work, ImAxes [13],
Cordeil et al. have introduced an immersive system for multivariate data
visualization where the type of visualization depends on the proximity
and relative orientation of the axes with respect to one another. Similar
to designing interactions for LHRDs, ImAxes is designed as a modeless
visualisation system where GUIs are not required and user actions
influence direct manipulation. We take motivation from this work and
apply one of the embodied spatial mapping rules for PIVoT.

An ImAxes workspace involves a set of axes, and the arrangement
of the axes in 3D space results in constructing an InfoVis visualization.
Briefly, relevant to our design space, a lone axis in ImAxes represents
a Histogram of a data attribute, combining two axes creates a 2D
scatterplot, and positioning a series of axes near each other produces
a parallel coordinates plot (PCP). We translate these rules as follows.
Since we cannot detach the display columns of the FlexiCAVE, our
interaction starts directly with 2D scatterplots. Each vertical axis (y-
axis) separating the FlexiCAVE display column-pairs is assigned an
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Fig. 9: PIVoT for dynamically updating InfoVis plots. (a) Each column-opair vertical axis is assigned an attribute (A to F). When column-pairs are
> 15°, a 2D scatterplot of the neighboring attributes is shown. (b) By flattening neighboring column-pairs, a PCP of the respective attributes is
generated. (c) A fully flat FlexiCAVE showing a PCP for all attributes. This figure shows plots for the Wine Quality dataset [14] with attributes fixed
acidity, volatile acidity, citric acid, residual sugar, chlorides, and sulfur dioxide, from A to F, respectively.

attribute, and the attribute of the horizontal axis (x-axis) is assigned
based on the neighboring y-axis attribute. Therefore, in the rest position,
each column-par starts with a 2D scatterplot. We define the rest as
the FlexiCAVE layout that initializes the visualization application. In
our implementation, we specify this as the curved layout, where the
angles between two column-pairs should be > 15°. This is shown in
Fig. 9 (a), replicating the ImAxes use case for visualizing the Wine
Quality dataset [14]. All column-pairs in the figure are curved, and
scatterplots are visualized based on the neighboring attributes. For
instance, the vertical column of the first column-pair is assigned the
fixed acidity attribute, and the following column is assigned the volatile
acidity attribute. Therefore, in the curved layout, the first column-pair
shows a 2D scatterplot for (fixed acidity, volatile acidity). In our design,
users can assign attributes of a dataset to each vertical axis using a web
interface. Since the FlexiCAVE has 6 vertical axes, we are limited to
visualizing 6 attributes at once. At any point, users can move attributes
across columns using either the web interface or the controller.

Next, we translate the action of generating a PCP as flattening the
desired column-pairs (angle between column-pairs to be < 15°). That
is to say, with reference to Fig. 9 (b) as an example layout, with the
third vertical axis assigned the citric acidity attribute, straightening the
first two column-pairs will result in a PCP for (fixed acidity, volatile
acidity, citric acidity), respectively. Moreover, since the remaining two
column-pairs are still in rest, they continue displaying the scatterplots.
Finally, as shown in Fig. 9 (¢), if all the column-pairs are flattened, the
FlexiCAVE will show a PCP for all the assigned attributes.

We invited three InfoVis researchers, experts in designing dimen-
sionality reduction techniques, to give feedback on this interaction
design. They commented that while utilizing LHRDs for InfoVis is
not novel, the ability to fold the facility “around you" while analyzing
data is conceptually interesting. However, they did discern that, other
than the degree of wrapping the data around the user for efficient visual
exploration, the utility of dynamic layout arrangement in InfoVis is
not very clear. Specifically regarding the PIVoT-based interaction, they
similarly expressed that switching between scatterplot and PCP can
be triggered by a controller button, and therefore, it is uncertain if
the physical load of rotating the screens to switch between the visu-
alizations is an effective interaction mechanism. In conclusion, they
expressed that LHRDs have an advantage over VR head-mounted dis-
plays (HMDs), especially since users have better spatial awareness,
they support natural collaboration, and the large displays offer higher
resolution. Therefore, while translating the interaction design from
HMD to LHRD is conceptually intriguing, further studies are required
to explore effective PIVoT designs.

Use Case IV: Replicating the Evaluation of Small Multiples
Data Visualization

Liu et al., [30] have conducted a study to evaluate the effect of curvature
for visualizing a “shelves" metaphor for the layout of small multiples,
comparing three layout configurations: flat, half-circle, and full circle.
While their user studies concluded no significant differences between
the different layouts with regard to time and accuracy, they reported
that participants preferred a half-circle layout in carrying out the tasks
provided. This was further elucidated that it was a good compromise
between walking and rotation, and that it allows for an overview at a
glance by taking a step back. We have replicated this study further to
examine user accuracy, preference, and patterns, given that the users
have an additional option to configure any layout supported by the
FlexiCAVE. In describing the study, we call this layout flex.

In this study, participants were asked to identify the maximum value
and trends from 40 multiples (expressed as an extreme design case in
the original study [30]). The layouts for our study were flat, half-circle,
and flex. The plot multiples were 2D bar plots (the original study had
3D bar plots) of the world indicator dataset. Each multiple represented
the value of 5 indicators for 5 countries for a specific year. We used a
within-subjects design, which consisted of the 3 layouts for the task,
and there were 3 repetitions for each combination, yielding 102 trials
for 12 participants. As with the original study, we ensured that the
multiples for performing the tasks were at 7 or 8 Manhattan distance in
all layouts. In our replication of this study, we do not restrict the user to
a completion time, as the temporal demand could influence the user’s
effort in reconfiguring the displays during visual exploration.

To get acquainted with the FlexiCAVE and its layout configuration
process, we first gave the participants an overview of the facility and
provided them with a 3D scene navigation task that encouraged them
to explore various layouts. Before each flex task, the FlexiCAVE was
reverted to a flat layout. We recruited 12 participants (8 male, 3 female;
mean age=26.1 with SD=1.3). All participants were knowledgeable
in InfoVis. To quantify our findings, we tracked the users’ head to
measure movement trajectory and recorded their responses, along with
their layout order of preference.

Results for the layout preference, movement distribution, and varia-
tion in the display column-pairs’ angles (compared to half-circle) are
presented in Fig. 10. Participants were fairly accurate in all layouts,
with only the flat layout having two incorrect answers. Overall, as
shown in Fig. 10 (a), flex was most preferred, with no one ranking it
as least preferred. While 2 participants preferred flat first, in contrast
to 1, who preferred half-circle first, overall, half-circle was the second
preferred layout.
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Fig. 10: Results from the replicated user-study [30], comparing the Flat,
Half-Circle (HC), and dynamic FlexiCAVE (Flex) layouts. (a) Preference
ranking for the three layouts. (b) Heatmap of the participants’ movements.
The horizontal (parallel to the flat FlexiCAVE) and vertical axes are
distances from the FlexiCAVE in meters. (c) Normalized movement area.
(d) Angle difference between [30]'s half-circle and the custom angles set
by the participants in the Flex, per column-pair. The orange bars are the
median and the white dots are the mean angle differences in degrees.

Fig. 10 (b) shows a heatmap of the participants’ movements while
performing the tasks, calculated by discretizing the total area covered
by all participants across all tasks into bins of 0.01m and measuring the
frequency of the participants’ head-tracked data for each bin. Fig. 10 (c)
is a plot showing the normalized movement area coverage for the
three layouts. The participants covered significantly less area when
performing the task in flex, compared to both half-circle and flat. They
also walked significantly more with flat than half-circle, corroborating
the original study.

Translating the half-circle arc length of 2m from the original study
resulted in a 45° angle between each column-pair in the FlexiCAVE.
Fig. 10 (d) shows the variation in angles for each FlexiCAVE column-
pair, based on the participants’ configuration in the flex layout, with
respect to the half-circle. It can be observed that the participants
preferred varying curvatures than the half-circle curvature examined
in the original study. We noted that 8 participants configured curved
layouts, with varying curvature, 3 participants configured a combination
of planar and curved, and 1 participant configured the flex similar to
the half-circle. It is important to note that users were only allowed to
adjust the layout to their preference before starting their task.

While the FlexiCAVE did not significantly improve accuracy, nor
did it improve performance efficiency for visualizing a large number of
InfoVis multiples, it can be concluded from this study that users have
their individual preferences in adjusting the curvature or the overall
layout for visual exploration. Thus, as highlighted by previous studies,
there is no definitive one size fits all layout , however, we believe that
FlexiCAVE can prove to be the next generation LHRD design that can
support diverse curvature design spaces for diverse applications.

5 LESSIONS LEARNED AND FUTURE DIRECTIONS

During the design, construction, and application development processes
for the FlexiCAVE, several valuable insights emerged, particularly in
two main thematic areas: the future of LHRDs and the design space for
flexible or dynamically reconfigurable LHRDs.

Future of LHRDs Our goal in building FlexiCAVE was to envi-
sion the next generation of LHRDs beyond existing designs primarily
focusing on display form factor and resolution scale. This motivated
our design and construction of a flexible facility, marking the first step
towards dynamically reconfigurable LHRDs. An initial practical chal-
lenge we noticed in this endeavor was the physical manipulation of the

FlexiCAVE columns. We realized that while users were receptive to
dynamically configuring the displays as a method for a tangible form of
interaction, the physical load required to rotate the displays negatively
impacted their interaction over time. Moreover, this action of rotating
and fine-adjusting the display columns momentarily detached the users
from the visualization task. To this end, as a future update, we are
planning to introduce a mechanism for the motorized rotation of the
FlexiCAVE columns. Introducing this automation not only addresses
ease-of-use but can also lead to new avenues for interaction and layout
management. Particularly, methods can be explored for displays to au-
tomatically adjust their orientation based on application requirements,
scene context, number of collaborators, and user ergonomics, which
could significantly enhance usability and versatility.

We acknowledge that advancements in HMD technology is facili-
tating novel methods in visualization and embodied interaction. Nev-
ertheless, they still fall short in their ability to efficiently process and
render large, dense, and complex datasets where pixel-level precision is
essential. Moreover, collaboration in HMDs remains an ongoing area
of research. A next generation of dynamically reconfigurable LHRDs
can emerge as promising visual modalities that balance high-fidelity
visualization and co-located collaboration.

In terms of form factor, we envision future designs that extend to
flexible vertical curvature and outward bending capabilities, further
pushing the boundaries of current LHRD technology. This will be more
achievable as LED display technologies become more affordable.

Design Space for Interactive Reconfigurability of LHRDs The
feedback received regarding our PIVoT prototypes highlighted an in-
teresting conceptual design, however, requiring , we feel that compre-
hensive studies and techniques are needed for space for flexible and
dynamically reconfigurable displays. Specifically, we observed that
while dynamically updating camera views for 3D visualization pro-
vided intuitive benefits, their significant potential remains unexplored
for InfoVis layouts.

6 CONCLUSION
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