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Figure 1: Scientists studying the 3D structure of a protein in the Silo, an ultra-high-resolution immersive stereo visualization facility.

ABSTRACT

We present the design and construction of the Silo, a fully im-
mersive stereoscopic cylindrical tiled-display visualization facility.
Comprising 168 high-density LCD displays, the facility provides an
ultra-high-resolution image of 619 million pixels, and close to 360
horizontal field-of-regards (FoR), aiming to maximize visual acuity
and completely engage the human visual sensorium and its periph-
ery. In this article, we outline the motivations, design principles,
hardware selection and software systems, and interaction modali-
ties used in constructing the Silo. To address missing visual infor-
mation due to the absence of a ceiling and floor, we have designed
a method that utilizes conformal mapping and optimal mass trans-
port to reproject the entire 360 volumetric FoR of the virtual scene
to the available display real estate. We showcase several applica-
tions demonstrating the utility of the Silo and report the findings
of our user studies that highlight the effectiveness of the Silo lay-
out compared to curved mono and flat powerwall display facilities.
Our user evaluations and studies have shown that the Silo supports
natural exploration and enhanced visualization due to its capability
to render surround ultra-high-resolution stereoscopic views.

Index Terms: Immersive Visualization, Ultra-high-resolution
Display, Data Visualization, CAVE, Conformal Visualization

1 INTRODUCTION

The advancement in display and GPU technology over the past
decades has pushed the frontiers of immersive visualization (IV),
propelling novel methods for scientific investigation and data ex-
ploration through their capability to “put users within their data”.
Unlike traditional desktop settings, which provide visualizations
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within the constraints of a single screen, IV platforms deliver a
greater volume of information to the user by significantly widen-
ing the available field-of-view (FoV) and field-of-regard (FoR). As
such, it has been shown that for vast 3D data, such as molec-
ular structures, geoscience information, engineering models, and
biomedical volumes, IV environments not only enhance perception
of depth and spatial relationships within complex datasets, but also
improve performance when carrying out analytical tasks [28].

Towards this goal, the visualization and human-computer inter-
action communities have long made significant contributions: from
the pioneering CAVE technology [11] to its new-generation shape
and configuration variants – large high-resolution display walls
(sometimes referred to as powerwalls), room-sized giga-pixel fa-
cilities [36], and in more recent times, commodity head-mounted
displays (HMDs). Each modality has demonstrated its unique util-
ity in data visualization, interaction, and exploration.

The design of an IV system is driven by two factors: visual acu-
ity, the quality of the visuals a display can deliver, and degree of
immersion, the suspension of disbelief that a visualization system
provides. However, these attributes can present a dichotomy. High-
resolution screens with large real estate are key resources for im-
proving visual acuity for large-scale and complex datasets, mak-
ing powerwalls more appropriate, albeit lacking immersion. Con-
versely, HMDs and CAVEs significantly enhance the sense of im-
mersion. However, current state-of-the-art hardware for HMD lens
and display configurations and CAVE projectors have much lower
pixel density compared to powerwalls. CAVE environments excel
in tasks requiring immersive and collaborative experiences, offering
superior spatial awareness and orientation.

Motivated by this situation, the lessons learned, and the vision
for the future of IV systems [13], we have designed and built the
Silo, an immersive visualization facility that optimizes the trade-
offs of both visual acuity and immersion. It comprises high-pixel-
density displays with an active stereo system and is arranged in a
4.8m diameter wide × 2.4m tall cylindrical configuration, offering
619 million pixels (0.619 gigapixels) on a continuous surface with
20/20 visual acuity and 330-degree horizontal FoR. This configu-
ration allows multiple users to intuitively examine data at various
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scales by approaching or distancing themselves from the displays,
while preserving rotational navigation and the panoramic context
of the data. To the best of our knowledge, the Silo is the highest-
resolution stereo display at this scale. Fig. 1 shows a close-up pic-
ture of users collaborating in the Silo and Fig. 2 shows a 3D ren-
dered diagram of the Silo, along with some of its hardware config-
urations.

The construction of immersive facilities using panel displays is
often challenged by the absence of at least one surface, such as the
ceiling, floor, or entrance, adversely affecting information cover-
age and general navigation capabilities. To solve for missing sur-
faces, Petkov et al. [41] have developed a conformal mapping ap-
proach that transforms scene geometries from a fully enclosed 6-
sided CAVE, with a cubical layout to any partial display configura-
tion. Mathematically, a conformal map is an angle-preserving func-
tion that describes a mapping between two Riemannian surfaces
such that the transformation preserves local shapes [46]. However,
when applied to a cylindrical facility, this method allocates dispro-
portionate area ratios. To address this, we further optimize the final
scene map by employing area-preserving optimal transformation
mapping on the conformal map. An optimal transportation map
transports a probability measure to another probability measure in
the most economical way [47]. Specifically, we calculate a com-
position of angle-preserving conformal and area-preserving opti-
mal transport mapping to transforms the viewing directions from a
closed capsule configuration (cylindrical middle section with two
hemispherical ends) to the open-cylindrical Silo.

Finally, we demonstrate the utility of the Silo through user stud-
ies focused on tasks requiring depth perception, object identifica-
tion, and navigation in complex 3D environments, comparing user
experience and performance across stereo and mono displays, as
well as against a planar mono powerwall. The study reveals that the
Silo consistently outperforms other settings in terms of efficiency,
task success rates, and workload reduction, as indicated by quan-
titative metrics (task completion times, success rates, NASA-TLX
assessments) and qualitative user feedback.

2 RELATED WORKS

IV environments have significantly evolved over the years, offering
increasingly sophisticated solutions to visualize complex data. One
of the earliest systems in this domain is the CAVE (Cave Automatic
Virtual Environment) [30], developed by the Electronic Visualiza-
tion Laboratory (EVL). The CAVE, with its cube-shaped design,
provides a fully immersive experience where users can interact with
3D visualizations projected onto the walls, ceiling, and floor. This
pioneering system laid the groundwork for many subsequent devel-
opments.

The Cornea [12], a six-sided facility at King Abdullah University
of Science and Technology, and AixCAVE [27], a five-sided facility
at RWTH Aachen University, have been constructed with enhanced
high-resolution stereoscopic projection. Beyond the original CAVE
design, StarCAVE [14] took a different approach with its five-sided
pentagonal structure, providing a 360° view with stereo projection.
It is particularly effective for geospatial data visualization, allow-
ing users to explore large-scale landscapes and urban environments.
AlloSphere at the University of California [25] offers a three-story
spherical immersive environment. It additionally employs spatial-
ized sound, creating a multi-sensory experience. This is particularly
advantageous for exploring complex scientific phenomena, engag-
ing both visual and auditory senses for more profound insight.

The advancements in LCD technology in the early 2000s re-
sulted in the emergence of tiled-display facilities as a more feasible
solution for large-scale visualization. These facilities, often cover-
ing expansive areas, deliver high image quality and resolution with
minimal upkeep. They allow for the detailed visualization of large
datasets while maintaining context, paving the way for new oppor-

tunities in collaborative data analysis. CAVE2 [17] at EVL utilized
LCD technology and constructed a hybrid reality environment com-
posing 72 displays in a cylindrical configuration. It supports 2D and
3D data visualization and is designed for collaborative research, al-
lowing multiple users to engage with the data simultaneously.

The Reality Deck [36] at Stony Brook University pushed the
resolution boundaries by combining 416 displays to offer 1.6 bil-
lion pixels. This 4-walled, large room-sized facility significantly
enhances the sense of immersion and enables 20/20 visual acuity.
Applications in the Reality Deck can handle extensive data sizes,
making it ideal for natural focus+context visual analysis of large
data, such as geoscience, astronomy, and biomedical visualization.
In contrast, DSCVR [42] focused instead on a smaller number of
high-resolution displays, attempting to tackle concerns surrounding
the scalability, reconfigurability, and accessibility of IV environ-
ments. As such, it demonstrates the utilization of commodity-grade
hardware to create a cost-effective hybrid reality environment.

In re-imagining IV facilities, DataSpace [9] focused its design as
a collaborative immersive environment by offering a reconfigurable
hybrid reality space. The setup comprises moveable displays, aug-
mented reality headsets, and a central interactive table. It differ-
entiates itself from its predecessors with a design aimed at spatial
reconfigurability, scalability, and equitable access to data.

In a recent study, Chapuis et al. [10] have compared visualiza-
tion tasks using recent HMDs, such as the Varjo XR-1, and a high-
resolution powerwall. They noted that high-density visualization
tasks require users to be much closer to HMDs (50 cm) compared to
the optimal distance of 1.9 m for ultra-walls and reported that users
prefer ultra-walls for such tasks. Moreover, compared to HMDs, it
has been studied that CAVEs induce significantly less motion sick-
ness, enable longer working sessions, and support distributed ren-
dering for higher computational power, making them particularly
advantageous for large-scale data analysis, public demonstrations,
and tasks requiring sustained immersion [18, 19]. Nevertheless, fu-
ture advancements in HMD technology, such as displays with hu-
man visual capacity may well address these limitations.

Together, these systems illustrate the extensive and ongoing in-
novation in immersive visualization technologies. They encompass
a range of designs, from the original cube-shaped CAVEs to spher-
ical and cylindrical configurations, each uniquely tailored for spe-
cific research applications. Silo, builds on these developments by
integrating ultra-high-resolution visualization, immersion, and nav-
igation within its cylindrical environment. This facility is arguably
the highest-resolution, high pixel-denisty, stereoscopic IV facility.

3 THE SILO

The choice of hardware in constructing the Silo and the configura-
tion of its layout was guided by key design principles outlined in
the literature for designing IV facilities:

D1 A large, ultra-high-resolution display facility that approaches
the sphere of influence and perception of a human [2].

D2 A physical space that can accommodate multiple users for
supporting co-located interactive collaboration.

D3 In choosing display hardware, it should strike the right resolu-
tion target such that the pixel density reaches the visual acuity
of the human visual system [17, 36].

D4 Support for stereoscopic rendering.

Large, high-resolution displays are a valuable instrument for ex-
ploring large amounts of information [35]. Belkasim et al. [6] de-
fined these facilities as “a coherent physical view space that is at
least of the size of the human body and exhibits a significantly
higher resolution than a conventional display.” In contrast to mod-
ern commodity HMD technology, they enable physical navigation
of the virtual content rather than moving a virtual camera within
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Figure 2: (a) 3D rendered diagram of the Silo model. (b) The back-side of one Silo node, showing our custom-designed aluminium mount frame
and the noise canceling cabinet for the node server. (c) An inset showing our display customization from the manufacturer product, to reduce
bezel size. (d) A diagram illustrating the GPU configuration in each node.

a 2D or 3D coordinate system. In a way, physical navigation en-
ables the use of different cognitive resources, which consequently
enhances spatial memory [43] and the use of peripheral vision for
certain tasks [4, 26]. Regarding display form-factor, curved ar-
rangements have been shown to be effective for IV systems [5, 29].
Compared to a traditional flat or planar layout, such as powerwalls
or 4- to 6-sided CAVEs, the Silo surrounds the human FoR with the
virtual environment along the horopter, thus enhancing the degree
of immersion and mitigating out-of-sight data due to extreme an-
gles. Moreover, when designing a shared physical space for multi-
user collaboration, a circular arrangement allows for rotational nav-
igation, which is a natural form of visual exploration that is less
physically demanding than walking to change one’s viewpoint.

Based on these factors, we have constructed the Silo as an
icositrigonal prism, a 3D uniform polyhedron structure bounded by
25 polygonal faces, 2 regular icositrigons (23-sided polygons, aka
icosikaitrigons or 23-gons) representing the floor and the ceiling,
and 23 rectangles or columns, to imitate a cylindrical IV facility
(D1, D2). The Silo may be considered the vertical extrusion of
the regular icositrigonal base. Specifically, 21 of the rectangular
columns are planar display columns arranged in a circular configu-
ration, with an opening of 2 columns serving as an entrance. The
facility has no displays on the ceiling and floor. Fig. 2(a) depicts
a synthetic, to-scale rendered diagram of the facility. This layout
provides an open space of 16 feet in diameter for multiple users,
comfortably fitting 6-7 people for inteactive collaboration.

Papadopoulos et al. [35] have published an elaborate user study
that quantifies the performance implications of large, physically-
navigated, super high-resolution displays for four display resolu-
tions: 100 megapixels, 300 megapixels, 600 megapixels, and one
gigapixel. Their findings showed that normalized user performance
plateaued past the 600 megapixel point. Based on this study and
to support D3, we have designed the Silo to consist of 162 QHD
display monitors, each with resolution 2560×1440, totaling 619.32
megapixels. Furthermore, it has been shown that using stereoscopic
technologies in virtual environments allows the users to perceive
depth with greater accuracy, enhances their immersive experience
and interpretation of 3D models, and increases productivity [8, 34].
As a result, to maintain a high pixel resolution and density for stereo
rendering (D4), we chose displays with high refresh rates that can
support an active stereo system.

4 HARDWARE AND CONFIGURATION

When building a large-scale IV facility, each component, from the
display system to the visualization cluster, influences its overall per-
formance and user experience. This section outlines several hard-
ware and software engineering and design decisions we made dur-
ing the construction of the Silo.

4.1 Display Selection and Layout
Arguably, the most critical component of any visualization envi-
ronment is its display. Large IV systems have evolved from using
projectors to high-resolution LCD displays. In addition to the de-
sign goals, our choice for the Silo display hardware was influenced
based on the following criteria outlined in the literature [36, 17, 12]:

• Image quality: The display panels should be high-quality with
good contrast, backlight uniformity, and large viewing angles.

• Resolution target. To achieve an ultra-high-resolution target,
the monitors should provide ∼100 pixels per inch (PPI).

• Bezel size. Ideally, the bezel should be as narrow as possible;
however, it should not exceed 8mm for a 23in display and
15mm for a 30in display.

• Stereo support. Stereo is very desirable, but not at the cost of
significantly reduced pixel density.

We evaluated several commercially available displays with vary-
ing panel and bezel sizes and technologies. To best achieve the
design goals and display criteria, we eliminated projector technol-
ogy due to its low-resolution target and image quality. Moreover,
we could not proceed with micrometer LED and OLED panels due
to their high initial and maintenance costs (given the required PPI
and laser alignment to maintain the proposed facility dimensions).
Amongst LCD technology, the challenging factors were balancing
bezel size and stereo support.

Several research groups and facilities have achieved high-
resolution mono IV systems. Thus, we were motivated to con-
struct a facility that breaks the barrier for an ultra-high-resolution
and high-pixel-density stereo visualization system. Balancing all
factors, we opted for commercially available ASUS ROG SWIFT
PG278QR panels [3], a professional 27-inch QHD twisted nematic
(TN) panel with 2560×1440 resolution with excellent contrast and
color saturation. TN panels are the fastest (with minimal motion
blur and low input lag) and cheapest panel technology, hence their
prevalence in gaming monitors and laptops, albeit at the cost of
lower viewing angles. This was important because a high refresh
rate of 165Hz allowed us to employ an active stereo system without
compromising pixel resolution. The low 170° horizontal viewing
angle did not cause an issue since each display column is rotated to
form the circular configuration (details mentioned below). Finally,
although the original bezel is 6mm, we modified the monitors with
a custom mount that reduced the bezel to 4mm, as shown in the
inset in Fig. 2(c).

Given the available physical space, design goal D1, and to
achieve an optimal 600 megapixels resolution [35], we arranged
the displays in the following configuration: 21 display columns,
with each column 8feet (2.438m) high, rotated 15.652° from the
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Figure 3: (a) 3D architectural model rendered in the Silo. (b) Archi-
tects consulting while visualizing the building 1-1 scale model.

center of the facility with radius 8feet (2.438m), and each column
comprising 8 display panels (in landscape orientation). As a result,
the Silo consists of 168 display panels. To mount the displays, we
designed custom mounting brackets and an aluminum frame so that
individual monitors can be aligned with sub-millimeter accuracy
(confirmed via laser leveling). Fig. 2(b) shows our custom-designed
aluminum frame with the monitors mounted on them.

4.2 Visualization Cluster and Configuration

The visualization cluster driving the Silo consists of six nodes. Five
nodes power 32 display panels (4 columns) each and are equipped
with the following:

• 2×Intel Xeon Silver 4210R Processor(10 Core, 2.40Ghz)

• 8×NVIDIA RTX A6000 (48 GB GDDR6)

• 2×NVIDIA Quadro Sync II Board

• 12×16GB DDR4 RAM

The sixth node powers the remainder column with 16 displays, us-
ing 2 GPUs and a single Sync board.

Four displays are connected to one GPU, and four GPUs are
connected to one NVIDIA Quadro Sync board. A schematic lay-
out of the configuration is illustrated in Fig. 2(d). The Sync board
facilitates a highly synchronized and scalable system, aligning dis-
play refresh rates across multiple systems and mitigating imaging
artifacts in multi-display configurations. Additionally, it supports
desktop scalability at the operating system level through NVIDIA
Mosaic technology. NVIDIA Mosaic integrates multiple displays
into a single cohesive desktop and compensates for physical gaps,
such as bezels, between the displays. In our configuration, con-
strained by the graphics driver resolution limits, we have combined
the four displays connected to a GPU into a unified desktop.

For setting up an active stereo system, the Sync boards are daisy-
chained, and one node is designated as the timing server. A Volfoni
ActiveHub RF emitter [49] is connected to the timing server to syn-
chronize the GPU framebuffer swaps for left- and right-eye with
its eye-wears, the Volfoni Edge RF glasses. Thus, in contrast to
newer generation passive stereo CAVE systems, the Silo provides
full stereo resolution to the user with a high framerate of 60Hz per
eye. One hardware limitation deserves to be mentioned here. Prior
works in constructing large IV facilities [36] have suggested using
fiber-optic display cables with extenders when the cluster nodes are
housed at a distance from the displays, such as in a dedicated server
room. However, our initial experience exhibited that fiber-optic ca-
bles were not resilient for a high-framerate stereo system: often, the
graphic card driver would not receive coherent signals, causing the
Mosaic configuration to be disturbed or some displays to go out of
sync. Subsequently, we reverted to using traditional copper cables.
We placed each node next to its display cluster to avoid signal loss
or delay due to the extended cable length. Moreover, we designed a
custom noise-canceling cabinet for each node (labeled on Fig. 2(c))
to mitigate machine noise for a better user experience.

Figure 4: Emergency managers studying flooding scenarios for plan-
ning evacuation measures.

Figure 5: Virologists studying a complex enzyme structure captured
using electron microscopy.

5 SILO APPLICATIONS

Software Architecture We have implemented an OpenGL-
based framework, referred to as the SiloEngine. It follows a repli-
cated execution model [15]. That is, instances of a target applica-
tion are launched individually on the nodes, and a master instance
synchronizes components such as application controls, tracking,
and communications across all instances and nodes. Specifically,
SiloEngine takes a configuration file that describes the physical lay-
out of the displays, the initial position in the virtual scene, and
the camera viewport for each application instance. Moreover, its
respective system information, such as the machine name and al-
located GPU, is also provided. Assigning a GPU to an instance
ensures that the OpenGL context uses the particular GPU for ren-
dering and processing. We have dedicated a separate head node
primarily, with the same computing power, for processing and man-
aging the application synchronization.

Currently, the Silo is equipped with a gamepad controller and
OptiTrack infra-red (IR) cameras to support interaction. The inter-
action data is sent to the master instance’s input management using
the virtual-reality peripheral network (VRPN) protocol. The master
subsequently communicates the interaction input, such as updating
the position and orientation of the Silo or any virtual object in the
virtual scene, or any processed action to the instances. To maintain
scene coherence, the master periodically broadcasts information to
the instances, which updates it if out-of-sync.

Example Applications We now present some applications
that demonstrate the utility of the Silo. In this manuscript, all fig-
ures showing applications in the Silo are in monoscopic view for
picture-quality purposes to avoid stereo ghosting. Fig. 13 (a), how-
ever, is in stereo mode. A video exhibiting our applications in stereo
is included in the Supplementary Materials.

Incorporating VR technologies has been identified as an integral
component towards the next revolution in architecture, engineering,
and construction [44]. It aids teams in visualizing 3D models of the
buildings in a real-scale environment before construction and ana-
lyzing various scenarios, such as lighting conditions and changes
made to interior designs [1]. Fig. 3 shows such an application de-
veloped for the immersive visualization of architectural models in
the Silo. We invited stakeholders such as architects, interior de-
signers, and the institution leadership to visualize and study the 3D
model of a new building to be constructed on campus. In contrast
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to traditional desktop settings, the participants shared two essen-
tial benefits of studying the model in the Silo. First, the real-scale
stereo model enabled an accurate sense of the interior furnishing
placements in terms of space and safety precautions. As such, after
observing movement spaces, the interior designers made necessary
adjustments to furniture in the foyer and laboratory. In another in-
stance, the architects identified a critical change in the safety fea-
tures of a scaffolding structure on the exterior of the building, which
is used for maintenance purposes. Second, the ultra-high-resolution
facility enabled the stakeholders to observe and consult texture op-
tions for the furnishings and walls holistically at different scales
by naturally walking closer to the displays for finer and panoramic
observations, respectively.

The increase in extreme weather events has led to a growing
need for visualization systems that aid scientists and emergency
managers in effectively preparing for impacts and resiliency. We
implemented a stereo and cylindrical-layout version of the immer-
sive flooding visualization application, Submerse [7]. As shown in
Fig. 4, we invited firefighters and emergency managers to the Silo
to collaboratively plan an evacuation procedure based on a simu-
lated flooding scenario. In contrast to a mono-immersive environ-
ment, the participants conveyed that the Silo stereo environment
provided better depth perception when analyzing factors such as
flooding height and landmark distances.

With the advancement in imaging technology, biomedical
datasets are growing ever larger and more complex. We have im-
plemented an application that assists scientists in visualizing results
from structural bioinformatics (Fig.5) and computer-aided drug de-
sign efforts (Fig. 1).

6 VISUALIZING MISSING INFORMATION

To visualize the information missing due to absent ceiling and floor,
we introduce a novel approach that utilizes conformal mapping
[40, 31, 50] and optimal transport (OT) mapping [51, 33]. Specif-
ically, we assume a hypothetical capsule and map the surface onto
the original Silo surface.

6.1 Conformal Mapping
A conformal mapping between two surfaces with Riemannian met-
rics (Sk,gk), k = 1,2, preserves angles and local shapes but dis-
torts areas. Such a mapping ϕ : S1 → S2 is defined as conformal
if there exists a scalar function u : S1 → R, called the conformal
factor, making the pull-back metric ϕ∗g2 differ from g1 by e2u,
i.e., ϕ∗g2 = e2u(p)g1(p) for all p ∈ S1. This factor quantifies area
distortion, and since conformal mappings scale locally, they con-
vert infinitesimal circles, preserving the angles between curves. We
utilize these mappings to project the capsule onto the Silo for vi-
sualization. The conformal mapping can be calculated using the
surface Ricci curvature flow method [24]

dg(p, t)
dt

= 2(K̄(p)−K(p, t))g(p, t),

where K, K̄ are the current and the target Gaussian curvature at the
point p. Ricci flow, crucial to Perelman’s proof of the Poincaré
conjecture [37, 39, 38], effectively adjusts Riemannian metrics
to achieve specific Gaussian curvatures. This approach has been
adapted to discrete surfaces, with solid theoretical backing for the
existence and uniqueness of solutions in discrete settings [21, 20].

A discrete setting can be defined as a surface S with a trian-
gulation T and a polyhedral metric g, such that vertices V (T )
are cone singularities, and everywhere else if flat (Gaussian cur-
vature is zero). The polyhedral metric g is represented by the
edge length function: l : E(T ) → R>0, such that on each face
f ∈ F(T ) the triangle inequality holds, and f is treated as a Eu-
clidean triangle. Suppose a face fi jk with three vertices {vi,v j,vk}
, the edge lengths against them are li, l j, lk, then the cosine law is

A

DC

B

A B

CD

Figure 6: Conformal mapping preserves right angles.

Figure 7: Conformal texture generation by ray tracing.

cosθ jk
i = (l2

j + l2
k − l2

i )/(2l jlk). The discrete Gaussian curvature at
the vertex vi ∈V (T ) is defined as the angle deficit,

K(vi) =

{
2π −∑ fi jk

θ jk
i vi �∈ ∂S

π −∑ fi jk
θ jk

i vi ∈ ∂S
(1)

The total Gaussian curvature satisfies the Gauss-Bonnet theorem,

∑
vi∈∂S

K(vi)+ ∑
v j �∈∂S

K(v j) = 2πχ(S), (2)

where χ(S) is the Euler characteristic number of the surface. The
discrete conformal factor is defined on vertices u : V (T → R, and
the conformal deformation is discretized as follows: for edge ei j
with vertices vi,v j, li j = exp(ui+u j)βi j where βi j is the initial edge
length of ei j. The discrete surface Ricci flow is defined as

du(vi)

dt
= 2(K̄(vi)−K(vi)), (3)

which is the gradient flow of the discrete entropy energy:

E(u) := ∑
vi∈V (T )

K̄(vi)u(vi)−
∫ u

0
∑

vi∈V (T )

K(vi)du(vi). (4)

with the gradeint ∇E(u) = (K̄(vi)−K(vi)), and the Hessian:

∂ 2E(u)
∂ui∂u j

=−∂Ki(u)
∂u j

=

{
wi j i �= j,

−∑k wik i = j. (5)

where wi j is the cotangent edge weight [23]. A triangulation T is
called Delaunay if, for each interior edge ei j , its cotangent wedge
wi j is non-negative. The entropy energy is concave and has a unique
global maximum [21, 20], the discrete metric at the optimum gives
the target curvature. The energy can be optimized using Newton’s
method. During optimization, the triangulation is updated to De-
launay by edge swapping.

As illustrated in Fig. 6, the corner vertices of the capsule surface
boundary are identified as A,B,C,D and set with target curvatures
of π

2 , while other vertices have target curvatures of 0. Utilizing dis-
crete Ricci flow, the target metric is achieved, allowing the capsule
triangle mesh to be isometrically flattened into a planar rectangle
as depicted in the right frame. The checkerboard texture mappings
illustrate that while the checkerboard’s right angles remain intact,
the sizes of the checkers exhibit distortion.

To generate an environment map, we place the capsule inside
a cube map, with a camera at the center of the capsule. For each
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point p on the capsule surface S, we issue a ray starting from the
camera through p and use conventional ray tracing to determine the
ray color (illustrated in Fig. 7). This mapping from S to the color
space is defined as ψ : S → C , where C is the color space. By
composition ψ ◦ϕ−1, where ϕ is the conformal mapping from the
S to the Silo surface.

6.2 Optimal Transportation Map
It can be observed in Fig. 7 that the right angles on the checkerboard
are well preserved, yet the ceiling and floor appear enlarged—an
area distortion inherent to conformal maps. To correct this, we ap-
ply an OT mapping based on [50, 51, 45], which preserves areas at
the cost of angles. An OT map transports probability measures in
the most economical way [47, 48]. For a planar source domain with
a source measure (Ω,µ), and a target measure (Ω∗,ν), the total
source measure is equal to the total target measure µ(Ω) = ν(Ω∗).
A mapping T : Ω → Ω∗ is measure preserving, T#µ = ν , if for
any boreal set B ⊂ Ω∗, µ(T−1(B)) = ν(B). Given a cost function
c : Ω×Ω∗ → R≥0, the OT is defined as

min
T#µ=ν

∫

Ω
c(x,T (x))dµ(x). (6)

If c(x,y) = |x− y|2/2 and Ω∗ is convex, Brenier’s theorem [47]
guarantees a unique OT map ∇u : Ω → Ω∗ satisfying the Monge-
Ampère equation detD2u(x) = f (x)/g ◦ ∇u(x). In a discrete
setup [22], for a target domain with a finite set of distinct points
Ω∗ = {p1, p2, . . . , pn}, the target measure is the sum of the Dirac
measures, ν =∑n

i=1 νiδ (y− pi), ∑n
i=1 νi =Area(Ω). For each target

point pi, a supporting plane is constructed as y = 〈x, pi〉+ hi, with
the Brenier potential an upper envelope of the supporting planes:
u(x) := maxn

i=1 {〈x, pi〉+hi}. The projection of the Brenier poten-
tial is a power Voronoi cell decomposition,

Ω =
n⋃

i=1
Wi(h), Wi := {x ∈ Ω|〈x, pi〉+hi ≥ 〈x, p j〉+h j,∀ j} (7)

Let the area of Wi(h) is wi(h). We define the convex energy

F(h) = Σn
i=1νihi −

∫ h
Σn

i=1wi(η)dηi, (8)

with its gradient and Hessian, respectively,

∇F(h)= (νi −wi(h)) ,
∂ 2F(h)
∂hi∂h j

=−∂wi(h)
∂h j

=

{
γi j i �= j

−∑k γik i = j
(9)

where γi j is the edge weight defined via the dual power Delaunay
triangulation:

γi j(h) :=
|ei j(h)|
|ēi j|

=
|ei j(h)|
|p j − pi|

(10)

Maximizing F via Newton’s method yields the unique maximal
point h∗. The OT map is given by the gradient of the Brenier poten-
tial ∇u : wi(h∗)→ pi. Subsequently, the target measure combining
the conformal and OT mapping is constructed as:

ν = ∑
i

νiδϕ(vi), where, νi =
1
3 ∑

fi jk∈F(T )

Area( fi jk) (11)

The source measure is the conventional Lesbesgue measure on the
same rectangle (Ω,L ). The conformal and OT composition, T−1 ◦
ϕ , is an area-preserving map from the surface to the rectangle. As
shown in Fig. 8, the resulting checkerboard texture has uniform-
area checkers, albeit with boundary angle distortions. Fig. 9 shows
the environment map texture that will be projected to the Silo, using
conformal only and our area-preserving conformal+OT map.

A

B

C
D

A B

CD

Figure 8: The composition of the conformal and the OT mapping is
area-preserving. All checkers have the same size.

Figure 9: Mapping a cubemap to the Silo surface using (a) conformal
mapping and (b) our conformal and OT composition.

6.3 Results and Evaluation
For quantitative analysis, we report the angle and area ratio of
the environment map mesh projected onto the Silo. Fig. 10(a)
shows a histogram of the log ratio of corner angles, calculated as
log(θbefore/θafter). A strong concentration around 0 demonstrates
the preservation of the mesh angles locally with minimal distor-
tion. Fig. 10(b) shows the log ratio histogram of the mesh triangles,
log(Abefore/Aafter). A sharp concentration at 0.94 reflects a con-
sistent global shrinkage of the total area. These results highlight
the robustness of our composition: the conformal map effectively
maintains local angle fidelity, while the OT preserves relative area
proportions despite a uniform scaling.

In terms of performance, for the enclosed capsule mesh com-
prising 650k triangles, it took 1.07s to compute its conformal map-
ping, followed by 3.82s for the OT, on an Intel(R)Core(TM) CPU i9
@2.9GHz with 14 cores and 32GB of memory. In our implemen-
tation, both the source and the target meshes contain aligned UV
mappings at each vertex. Therefore, rendering the scene is paral-
lelized on the GPU using a vertex shader that computes the viewing
direction, as shown in Fig. 7, and stores the result in the vertex color
attribute. We set the texture resolution to 2560 × 5760 to match the
resolution of each application instance. This achieves rendering at
real-time speeds of 60fps.

We demonstrate the results of our mapping for two biomedi-
cal applications, virtual colonoscopy (VC), shown in Fig. 11 (a),
and structural bioinformatics, shown in Fig. 11 (b). The insets in
both figures highlight in green the amount of information recov-
ered on the Silo surface, which would otherwise be due to the lack
of screens on the floor and ceiling. To evaluate the utility of our
approach, we conducted studies for both use cases.

It has been shown that stereo VC enhances the visual exploration
for polyps, a precursor of colorectal cancer [32]. Consequently, any
missed region is detrimental to the procedure. In a typical desktop
setting, medical experts navigate the 3D virtual colon in advance-
ment (moving forward) and withdrawal (retraction) directions, with
rotations, to ensure viewing all of the colon surface. We asked four
medical experts, three students having similar years in training, and
one fellow, to conduct VC in the Silo on a case with a polyp. It
took them an average of 18± 5 minutes to find the polyp. How-
ever, when visualized with our conformal+OT projection (Fig. 12),
it took 12± 3 minutes. Moreover, the experts expressed that the
projection view significantly reduced cognitive and visual fatigue.

A similar study was conducted with structural biologists. The
scientists expressed that when wanting to visualize an ROI, they
had to rotate the model frequently to understand the entirety of the
structure. However, when observed using our projection, it enabled
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Figure 10: Histogram of log ratios for (a) conformal and (b) OT map-
ping, calculated for the capsule cubemap mesh projected on the Silo.

Figure 11: Mapping results in the Silo for (a) VC and (b) protein-
folding structure. Insets show the full texture and the missing infor-
mation recovered by the mapping highlighted in green.

them to notice structure details from one region to another within
the FoV and to follow them across all the displays.

It should be noted that given the characteristic of the mapping,
which preserves shape features locally, the resultant rendering is
visually compelling for non-planar structures. As can be observed
in the environment map, Fig. 9, although local angles are preserved,
globally, the straight lines of the checkerboard pattern are curved.
For future work, we plan to investigate methods for the effective
projection of planar structures.

7 SILO USER STUDY

We conducted a user study to compare the effectiveness of three
immersive environments – flat-mono (19 × 11 ft powerwall, re-
ferred as Flat), curved-mono (Silo in mono, referred as Curve),
and curved-stereo (Silo in stereo, referred as Silo) – for tasks in-
volving 3D datasets. Specifically, our study analyzes qualitative
and quantitative metrics that determine how these environments in-
fluence user performance, experience, and interaction during tasks
related to depth perception, object finding, and pathfinding.

This study was conducted in compliance with ethical guidelines
approved by the Office of Research Compliance at Stony Brook
University, IRB Protocol 1173920-MODCR005. Informed consent
was obtained from all participants prior to their involvement in the
study.

7.1 Study Design

Our user study consisted of four tasks, listed below. For each task,
the users were asked to complete the task as efficiently and accu-
rately as possible.

Figure 12: (a) A medical doctor performing VC in the Silo. (b) Our
mapping reveals a polyp that was otherwise hidden in the floor of the
Silo. The green region highlights recovered information.

T1 was intended to help the participants familiarize themselves
with the immersive environment. The scene included a ren-
dering of a town scene with some sign boards. The users were
asked to look around and read the signboards. Since this task
was for warm-up purposes, the results of this task were not
included in the final analysis.

T2 Depth perception using information visualization (Fig. 13(a)).
In this task, we presented the users with a 3D scatter plot of
the Iris dataset. The participants were asked to compare a pair
of points and were asked, ”Which of the two points are closer
to you?” The participants were requested to clearly identify
the closer point by replying ”left one”, ”right one”, or”they
are equal”.

T3 Pathfinding and Navigation (Fig. 13(b)). The participants
were placed at a starting position in a 3D city scene. Using
a controller, the users were asked to navigate the scene by
spotting triangular-looking flags in their path and following
the direction indicated by the flag. This task was performed
three times using three different routes of varying complexity
(number of turns, placement of flags, and length of path). All
three subtasks were performed in all the environments.

T4 Objects Identification (Fig. 13(c)). The participants were
shown two 3D protein structures: before and after muta-
tion. The mutated structure contained anomalies or additional
structures. To assess attention to detail in complex 3D scien-
tific data, the users were asked to identify the anomaly struc-
tures in the mutated protein.

The study employed a within-subject design, with each partici-
pant completing the tasks in Flat, Curve, and Silo. The order of
tasks and the environment in which they were performed were ran-
domized to mitigate potential learning effects or biases. The study
was conducted in controlled environmental settings.

Participants We recruited a total of N=19 (7 women and
12 men) participants aged 18 to 35. Users were not required to
have any expertise in VR or immersive visualization. All partic-
ipants were screened to ensure normal or corrected-to-normal vi-
sion, which was essential for tasks involving depth perception and
object identification. The participants were given the option to en-
tirely suspend the study if they experienced cybersickness or take
a break if preferred. Out of the 19 participants, only one decided
to suspend the study, whose partial results were not included in the
analysis.

Data Collection For qualitative analysis, the participants
were asked the NASA-TLX questionnaire (Fig. 14) following each
task in each environment. This provided insights into their cog-
nitive load, mental demand, and overall experience. Additionally,
after a session (all tasks in each environment), the participants were
asked to provide any feedback about the session. For quantitative
analysis, we recorded the time taken to complete each task (Com-
pletion Time) and the correctness of the responses (Effectiveness).
We present below the qualitative and quantitative results of our user
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Figure 13: User Study Tasks: (a) Depth Perception - A 3D scatter
plot to test participants’ depth perception. (b) Objects Identification
- Protein structures visualization to identify structural anomalies. (c)
Pathfinding - A 3D city navigation task with color-coded flags guiding
the participants along different routes.

study. Full details of our evaluations can be found in the Supple-
mentary Materials.

7.2 Quantitative Results

Quantitative Metrics We assess user performance in terms
of task completion times and success rates. Overall, the user studies
concluded that the Silo demonstrated a superior balance between
speed and success rates. Despite Curve’s slightly faster times in
some tasks, Silo excelled in more complex scenarios, achieving a
100% completion rate for T3 and consistently high success rates
across all tasks, highlighting its overall effectiveness in supporting
user performance.

To evaluate the statistical significance of the observed variations
between the environments, we performed a one-way ANOVA for
both completion times and percentages. We calculated eta squared
(η2) to quantify the proportion of variance in performance at-
tributable to the environment type, highlighting the overall strength
of the effects observed. For instances where the ANOVA indicated
significant differences, we employed Tukey’s HSD post-hoc test to
identify specific pairwise differences. To further understand the ex-
tent of performance disparities between the facilities, we calculated
Cohen’s d for these pairwise comparisons, measuring the practical
significance of the discrepancies.

Completion Time: For T2, Curve and Flat present lower aver-
age completion time, 25.28s and 27.89s respectively, compared to
Silo, 28.78s. For T3, we see a more substantial variation in comple-
tion times across the environments. The Silo had the shortest aver-
age completion time of 111.86 s, followed by Curve, 120.43s, and
Flat delivering the poorest performance with 297.5s. T4 showed
a lower completion time for Curve, 105.08s, followed by Silo
137.88s, and then Flat 160.78s.

Effectiveness: For T2, Silo showed a higher success rate of
88.89%, while Curve exhibited a moderate completion percentage
of 62.96%, followed by Flat with only 50.00% of participants com-
pleting the task. For T3, both Silo and Curve achieved a perfect
100% success rate, whereas Flat fell short with a completion rate
of 83.33%. Meanwhile, for T4, Silo again displayed high effec-

tiveness, achieving a completion rate of 88.20%. Curve followed
with a success rate of 79.17% and Flat lagged with 77.55%. These
results indicate that while Curve provides a balanced environment
conducive to task completion, the stereoscopic Silo environment
remains the most effective across all tasks.

ANOVA: Statistical analysis revealed a significant difference
in completion percentages across facilities for all tasks. For T2,
ANOVA showed that 31% of the variance in completion percent-
ages was explained by the facility choice (F(2, 51) = 11.46, p =
7.78e-05, η2 = 0.31). Tukey’s HSD test indicates that Silo outper-
formed both Curve (mean difference = 25.93, p = 0.0079) and Flat
(mean difference = 38.89, p = 0.0001). Cohen’s d values shows
large effect sizes for Flat vs. Silo (d = 1.67) and Curve vs. Silo (d =
1.14), indicating strong practical significance. For T3, 17% of the
variance was attributed to the facility (F(2, 51) = 5.59, p = 0.0064,
η2 = 0.17). Tukey’s HSD test found significant differences be-
tween both Curve and Flat (mean difference = -16.67, p = 0.0187)
and Flat and Silo (mean difference = 16.67, p = 0.0187). Large
effect sizes were observed for Flat vs. Curve (d = 0.77) and Flat
vs. Silo (d = -0.82), reinforcing a substantial practical difference.
For T4, ANOVA explained 14% of the variance in completion per-
centages (F(2, 51) = 4.14, p = 0.0216, η2 = 0.14). Tukey’s HSD
test found that Silo had a significantly higher completion percent-
age than Flat (mean difference = 10.65, p = 0.027). Large effect
sizes were noted for Flat vs. Silo (d = 0.85) and Curve vs. Silo
(d = 0.93), suggesting strong practical significance. Overall, the
results emphasize that the Silo facility generally outperforms both
Curve and Flat in terms of task completion, with varying degrees of
significance and effect sizes across tasks.

Discussion A comparison of task completion times with
completion percentages provides further insights into the perfor-
mance dynamics of each facility. For T2, although Curve recorded
the shortest completion time, it did not achieve the highest com-
pletion rate, which was attained by Silo at 88.89%, albeit with a
slightly longer completion time. Likewise, in T4, Curve had a
shorter average time compared to Silo; however, Silo surpassed
Curve in completion success. We believe one reason for this longer
completion time can be attributed to the fact that the stereoscopic
environment provided better perception to the participants and, as a
result, participants spent more time analyzing the data presented to
them. This is reflected in the higher success percentage. Further-
more, for Flat, we noticed that the longer time was mainly due to
the participants having to exert physical effort walking across the
facility. The most significant disparity was observed in T3, where
participants managed to successfully complete the task and in the
fastest time in the Silo, whereas Flat required substantially more
time and yielded a lower completion percentage. This was obvi-
ous since the participants spent time rotating the scene using the
controller in Flat to be able to see the surroundings, whereas in Silo
and Curve, the participants could just turn their head around. More-
over, the flags were better visible in stereoscopic view. Overall, this
comparison highlights that while Curve often provides faster task
completion, Silo offers a more optimal balance between efficiency
and task success, positioning it as the most effective facility for
supporting user performance.

7.3 Qualitative Results

The NASA-TLX was used to assess the perceived workload and
user experience across six dimensions: Mental Demand, Physical
Demand, Temporal Demand, Performance, Effort, and Frustration.
To analyze significance, we categorize them into four types: low
workload (0-100), moderate workload (100-200), high workload
(200-300), and very high workload (300-500).

The ANOVA results align with these observations, showing sig-
nificant differences across most dimensions, except for frustration
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Figure 14: Average NASA-TLX scores across the six dimensions

(F(2, 51) = 0.75, p = 0.5127, η2 = 0.16), implying that partici-
pants experienced similar levels of frustration across all facilities.
Tukey HSD tests further highlight the Silo’s distinctions in specific
dimensions. For instance, the mental workload displays a signifi-
cant difference between Silo and Flat (F(2, 51) = 6.68, p = 0.0297,
η2 = 0.31), where Silo scores tend to cluster around lower values,
indicating reduced cognitive demand. Similarly, physical workload
results show that Silo differs significantly from Curve (F(2, 51) =
6.14, p = 0.0353, η2 = 0.14), with scores suggesting more consis-
tent and lower physical demand. The temporal demand also reveals
a notable difference, with Silo showing significantly lower values
compared to Flat (F(2, 51) = 5.70, p = 0.0410, η2 = 0.17). For ef-
fort, the Silo scores significantly lower than both Curve (p = 0.0219)
and Flat (p = 0.0190), suggesting a less demanding experience for
users. The performance dimension further highlights Silo’s advan-
tage, as it shows a significant difference compared to Curve (F(2,
51) = 10.08, p = 0.0121, η2 = 0.53), reflecting more favorable per-
formance perceptions. These trends, supported by large effect sizes
(Cohen’s d), emphasize the Silo’s practical benefits in creating a
more balanced and less demanding environment for task comple-
tion. Overall, these results position Silo as the most effective envi-
ronment, suggesting it can provide an optimal balance of workload
and performance for users.

Participant comments, provided in the feedback questionnaire,
further support our findings. For instance, several participants ex-
pressed that the Silo enhanced spatial awareness and reduced the
effort needed to complete the tasks. Some comments include, ”The
Silo was much better for me in remembering the context and orien-
tation,” and, ”I did not feel any physical discomfort or disorienta-
tion here, and it felt natural.” The Silo’s ability to enhance depth
perception was highlighted by one participant who stated, “This
was the only one I could tell the depths of the spheres with any de-
gree of confidence.” Users also reported feeling more comfortable,
with one stating, “I did not feel any physical discomfort or disorien-
tation here, and it felt natural.” Object identification was perceived
as more effortless, as one participant remarked, “It was very easy
to find all the objects this way.” Some comments reflected that Silo
was the preferred immersive setting, such as, “Out of the three set-
tings, this was definitely the best one,” and ”The Silo is definitely
my favorite display.” Naturally, as with any immersive device or fa-
cility, three participants left negative feedback about experiencing
cybersickness, particularly eye strain, and dizziness.

8 LEASSON LEARNED

Building a large IV facility, such as the Silo, is an expensive and
challenging undertaking that entails hardware choices, resource
constraints, and technological expertise. A key takeaway from de-
signing and constructing the Silo was the necessity to strike a bal-
ance between hardware capabilities and visualization requirements.
Naturally, the Silo is impressive and adequately utilized for data

that requires high resolution and panoramic visualization. We also
acknowledge that advancements in HMD technology are signifi-
cantly improving display resolution and quality. A thorough study
of rendering quality, collaboration, and data limits needs to be con-
ducted to understand the trade-offs and utility of large IV systems
over the adoption of lightweight HMDs.

While building and designing applications for IV facilities is still
an ongoing area of research, such facilities still lack satisfactory
support from the OS, graphics driver, and tool availability stand-
point. For instance, the internal workings between the NVIDIA
driver and the Windows OS desktop manager resulted in each MO-
SAIC taking as long as 45 minutes to set up. This meant that a
node with eight MOSAIC-ed desktops took approximately 6 hours
to finish. Consequently, this made testing different MOSAIC con-
figurations unconducive. As mentioned in Sec. 4.2, an important
lesson learned for high resolution, high frame-rate, stereo facility is
the display cable length between the displays to the GPUs. While
we managed to place the nodes as close as possible, with an attempt
to minimize noise pollution, it is still not satisfactorily pleasant (vi-
sual and noise) and occasionally results in synchronization issues.
Regarding available tools, works to support IVs and distributed vi-
sualization clusters, such as Equilizer [15] and OmegaLib [16] are
not actively maintained, and engines such as Unity3D have sus-
pended active stero support. Thus, having such facilities requires
hiring personnel with a strong technical background in graphics
pipeline development. As such, we developed our custom OpenGL
engine to address complexities relating to GPU affinity, interaction
devices, and most importantly, a rendering pipeline that is robust to
manage data and visual fidelity for an IV system.

Based on our experience in building large IV facilities, including
the Silo, an essential aspect of lessons learned has always been the
maintenance of display hardware. While it is critical to purchase
backup monitors, no quantity is sufficient to preserve the longevity
of the facility, especially once the displays are out of production.
Moreover, with the rise in OLED displays, to the best of our knowl-
edge, no display panels are manufactured that support off-the-shelf
active stereo systems as of this date.

For next steps, we plan on researching and developing novel er-
gonomics and human-computing interaction methods for the stereo
cylindrical facility, as well as investigating off-axis stereo rendering
for multiple users.

9 CONCLUSION

In this paper, we presented the design and construction of the Silo,
a half-gigapixel immersive stereo facility. Through user studies, we
have shown that the cylindrical stereo environment emerges as the
most effective environment for immersive and demanding tasks, of-
fering a superior balance between speed, accuracy, and user work-
load compared to flat and mono settings. Moreover, due to miss-
ing displays in the ceiling and floor of the facility, we have de-
veloped a novel method that couples conformal and optimal trans-
portation mapping to generate views that capture the entirety of
the scene 360° view information onto the Silo screen surface. We
also demonstrated the utility of the Silo by exhibiting several ap-
plications that enhance user performance and visual exploration in
the immersive stereo facility. Finally, we also share and discuss
key lessons learned in constructing next-generation large, high-
resolution, IV facilities.
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